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We use Electrocardiogram (ECG) monitoring to detect heart diseases, particularly cardiac 
arrhythmia. The availability of easy-to-use wearable and high-tech medical devices have made it 
easy to increase the quantity and quality of ECG recordings. We have proposed a method for ECG 
arrhythmia classification which converts ECG signals to 2D images and uses a 2D convolutional 
neural networks (CNN). Deep machine learning, which has been proven as an effective means for 
supervision complex data analysis with minimal pre-and post-processing requirement, is the main 
tool in this research. We use our proposed CNN architecture for classifying the ECG arrhythmia into 
three distinct categories: normal sinus rhythm, paced rhythm, and other rhythm to be classified. The 
ECG signal is converted into a two-dimensional grayscale image as an input data for the CNN 
classifier. The proposed CNN architecture employs various deep learning techniques such as batch 
normalization, data augmentation, and averaging-based feature aggregation across time. We use 
several image crop techniques for data augmentation and K fold cross validation for overcoming 
over-fitting. Our preliminary experimental results have successfully sustained that the classifier can 

attain a classification accuracy of over 90%.  
 

 
 
 

 
 

 

 
 

 
 

 
 
 
 
 
 
 
 

 
 

 
 

 

 
 

 
 

 
 

 
 
  
 
 
 

INTRODUCTION 
 

According to the World Health Organization (WHO), 
cardiovascular diseases (CVDs) are the main cause of death 
today. Over 17 million people died from CVDs, which is about 
31% of all deaths, and over 75% of these deaths occur in low- 
and middle-income populations [1]. Arrhythmia is a 
characteristic type of CVD that leads to any irregular change 
from normal heart rhythms. There are numerous types of 
arrhythmia including atrial fibrillation, premature contraction, 
ventricular fibrillation, and tachycardia. Although a single 
arrhythmia heartbeat may not have an important effect on life, 
continuous arrhythmia beats can consequence in deadly 
conditions. For example, the beats of prolonged premature 
ventricular contractions (PVCs) seldom turn into ventricular 
tachycardia (VT) or ventricular fibrillation (VF) beats, which 
can immediately lead to heart failure[X]. Thus, it is crucial to 
frequently observe heart rhythms to control and avoid CVDs. 
An electrocardiogram (ECG) is a medical tool that displays the 
rhythm and condition of the heart. Therefore, the involuntary 
result of improper heart rhythms from ECG signals is an 
important task in the field of cardiology. 

Different approaches have been recently researched for 
automatic identification of ECG arrhythmia based on signal 
feature extraction, such as support vector machines (SVM) 
[2,3], discrete wavelet transformation (DWT) [4,5], feed 
forward neural networks (FFN) [6], learning vector 
quantization (LVQ) [7,8], back propagation neural networks 
(BPNN) [9], and regression neural networks (RNN) [10]. When 
a large amount of data is available, deep learning models are a 
good approach and often surpass identification by humans [11]. 
CNN was used for automated detection of coronary artery 
disease and it remains robust despite shifting and scaling 
invariance, which makes it advantageous [12]. In our research, 
we propose deep neural network architecture for classifying 
electrocardiogram (ECG) recordings from a single-channel 
handheld ECG device into three distinct categories: normal 
sinus rhythm (N), paced rhythms(A), or other rhythm (O). For 
the classification of arbitrary-length ECG recordings, we 
evaluate them using the AF (atrial fibrillation) classification 
data set provided by the PhysioNet/CinC Challenge 2017. AF 
happens in 1-2% of the population due to an increase in age 
and is associated with significant mortality rate and disease. 
Unfortunately, current AF classification methods are 
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unsuccessful at solving the potential of automated AF 
classification to have poor generalization capabil
experienced by training and/or evaluation on small and/or 
carefully selected data sets. Our architecture uses an averaging
based feature aggregation with24-layer convolutional neural 
network (CNN). CNNs can extract features invariant to local 
spectral and spatial/temporal variations, and have led to many 
breakthrough results, most prominently in computer vision 
[13]. 
 

Fig 1 Three classes of the data set such as Normal sinus rhythm (class 0),Paced 
Rhythm (class 2), Other rhythms (class 1)

 

METHODOLOGY 
 

In order to classify the input ECG signal into three classes of 
interest, the recordings are first cut, and the data is nominated 
based on the labels. After nominating, each data is transformed 
into an image of grayscale 200 x 200. After that,
images are taken into a CNN for training and testing, a 24
layered deep CNN. The output of those layers is
features. At the end, averaging-based feature aggregation 
across time is used for classifying the features. Our research 
consists of the following steps: data processing, future 
extraction using block of convolutional layers, and aggregation 
of features across time by averaging. 
 

ECG Data Pre-Processing 
 

In this paper, we used the MIT-BIH arrhythmia database [30] 
for the CNN model training and testing.
Arrhythmia Database contains 48 half-hour excerpts of two
channel ambulatory ECG recordings, obtained from 47 subjects 
studied by the BIH Arrhythmia Laboratory between 1975 and 
1979[23]. The recordings were digitized at 360 samples per 
second per channel with 11-bit resolution over a 10
range[23]. Since the CNN model uses2D images as input data, 
we convert the ECG signal into ECG images in the ECG data 
pre-processing step. The next step is the CNN classifier step in 
which we use the ECG image to get classification of three ECG 
types. Overall procedures are shown in Figure 1.
 

Fig 2 MIT-BIH arrhythmia transformed to ECG Image
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Since the CNN model uses2D images as input data, 
we convert the ECG signal into ECG images in the ECG data 

processing step. The next step is the CNN classifier step in 
which we use the ECG image to get classification of three ECG 
types. Overall procedures are shown in Figure 1. 

 
BIH arrhythmia transformed to ECG Image 

ECG Image: We converted ECG signals into ECG images 
because atwo-dimensional CNN requires 
data. We then plotted each ECG beat as an individual 200 x 
200 grayscale image. In the MIT
every ECG beat is divided based on Q
specifically, the type of arrhythmia is considered at the Q
peak time of each ECG beat. Thus, we defined a single ECG 
beat image by positioning the Q
eliminating the first and the last 10 ECG signals from the Q
wave peak signals. Based on the time information, a single 
ECG beat range can be defined with the following:
 

T (Qpeak(n − 1) + 10) ≤ T(n) ≤ T(Qpeak(n + 1) − 10)
 

For example, for a signal with 10 beats, 8 ECG beat segments 
would be converted to images.

Fig 3 Plotting each ECG beat as an individual 200 x 200 scale image

We converted ECG signals into ECG images by plotting each 
ECG beat. We used the Biosppy module of Python for detecting 
the R - peak in the ECG signals. After the R
we took the present R-peak and the last R
distance between the two, and included those signals in the 
present beat. Using this technique, we segmented R
beat. We did this step for the next beat. We used Matplotlib and 
OpenCV to convert these segmented signals into grayscale 
images. Figure 3 shows the segmented signals.
 

Feature Extraction 
 

Convolutional neural networks were first developed by 
Fukushima in 1980 and were improved in later years [15]. It is 
a form of DNN which involves one or more convolutional 
layers followed by one or more fully conn
standard multilayer neural network [15]. The main advantages 
of CNNs are that they are easier to train and have fewer 
parameters than fully connected networks with the same 
number of hidden layers [15]. CNNs are self
organized networks which remove
Nowadays, image classification, object recognition, and 
handwriting recognition are important concentrations
In addition, they play an important role in the medical field for 
automated disease diagnosis [16].CNN does not need 
prerequisites such as pre-processing of datasets and separate 
feature extraction techniques, but some machine learning 
algorithms do. This makes CNN advantageous and reduces 
liability during training and picking the bes
procedure for the automatic detection of arrhythmias [15,16]. 
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We converted ECG signals into ECG images 
dimensional CNN requires an image as input 

data. We then plotted each ECG beat as an individual 200 x 
200 grayscale image. In the MIT-BIH arrhythmia database, 
every ECG beat is divided based on Q-wave peak time. More 
specifically, the type of arrhythmia is considered at the Q-wave 
peak time of each ECG beat. Thus, we defined a single ECG 
beat image by positioning the Q-wave peak signal while 
eliminating the first and the last 10 ECG signals from the Q-
wave peak signals. Based on the time information, a single 

defined with the following: 

− 1) + 10) ≤ T(n) ≤ T(Qpeak(n + 1) − 10) 

For example, for a signal with 10 beats, 8 ECG beat segments 
would be converted to images. 

 

 
 

 
Plotting each ECG beat as an individual 200 x 200 scale image 

 

converted ECG signals into ECG images by plotting each 
the Biosppy module of Python for detecting 

peak in the ECG signals. After the R-peaks were found, 
peak and the last R-peak, took half of the 

ween the two, and included those signals in the 
present beat. Using this technique, we segmented R-peaks to a 
beat. We did this step for the next beat. We used Matplotlib and 
OpenCV to convert these segmented signals into grayscale 

he segmented signals. 

Convolutional neural networks were first developed by 
Fukushima in 1980 and were improved in later years [15]. It is 
a form of DNN which involves one or more convolutional 
layers followed by one or more fully connected layers as in a 
standard multilayer neural network [15]. The main advantages 
of CNNs are that they are easier to train and have fewer 
parameters than fully connected networks with the same 
number of hidden layers [15]. CNNs are self-learned and self-

rganized networks which remove necessities of supervision. 
image classification, object recognition, and 

handwriting recognition are important concentrations of CNN. 
In addition, they play an important role in the medical field for 

ase diagnosis [16].CNN does not need 
processing of datasets and separate 

feature extraction techniques, but some machine learning 
algorithms do. This makes CNN advantageous and reduces 
liability during training and picking the best feature extraction 
procedure for the automatic detection of arrhythmias [15,16]. 
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We used a kernel size of 3 × 3 for all the convolutional layers, 
then we proceeded to Batch-normalization and ReLU 
activation. After the spectrogram conversion, the convolutional 
layers were arranged into 6 Convolutional Blocks in which 
each block had four layers. The number of filters was initially 
set to 32 for the first three convolutional layers but increased 
by 32 in the last layer of each convolutional block and this last 
layer also applied stride 2 while all other layers kept a stride of 
1[13]. We reduced the size of the output image after each block 
by using stride 2 for the last layer in each block. We usedan 
ECG image with 200 X 200 grayscale image. This resulted in a 
200 x 200 x 1 input dimension of the network. The 
Convolutional neural network at the output of the last Block 
provided for the feature aggregation. 
 

 
Fig 5 Convolutional neural network of our proposed network 

 

Activation Function: The role of an activation function is to 
define the output value of kernel weights in the model. In 
modern CNN models, nonlinear activation is widely used, 
including rectified linear units (ReLU), leakage rectified linear 
units (LReLU) [17], and exponential linear units (ELU) [18]. 
While ReLU is the most widely used activation function in 
CNN, a small negative value is generated by LReLU and ELU 
because the ReLU translates whole negative values to zero. 
This results in the dropping of participation of some nodes in 
learning. We used ELU after the experiment as the 
performance for ECG arrhythmia classification was better than 
LReLU. ReLU, LReLU, and ELU are shown in the following 
[16]: 
 

ReLU (x) = max(0,x) 
LReLU (x) = max(0,x) + ����(0, �) 

ELU (x) = �
�																											��		�	 ≥ 	0

�(���(�) 	− 	1)			��		�	 < 	0
� 

 

While feature selection removes characteristicsfrom the input 
file, feature aggregation combines input features into a smaller 
set of features called aggregated features. Variable length 
outputs are produced when the Convolutional Blocks process 
the variable length input of ECG signals in full length. These 
variable length outputs need to be gathered across time before 
they are fed to a standard classifier, which typically needs the 
dimension of the input to be unchanging. Averaging can be 
used to attain temporal aggregation in our CNN architecture. 
 

 
Fig 6 Architecture of proposed CNN Model 

 

Data Set 
 

The ECG arrhythmia recordings were retrieved from the MIT-
BIH arrhythmia database. The database holds 8528 single lead 
ECG recordings of length varying from 9 to 61. The ECG 
recording is sampled at 360 samples per second. The MIT-BIH 
database contains approximately 110,000 ECG beats with 15 
different types of arrhythmia including normal. The aim of this 

paper is to validate the performance of the proposed CNN. 
From the MIT-BIH database, each record was labelled as 
normal beat (NOR), AF rhythm, other rhythm, and noise 
record. For our network architectures we used the cross-
entropy loss (reweighted as to account for the class 
frequencies) as a training objective and employed the Adam 
optimizer with the default parameters recommended in [19]. 
The batch size was set to 64. We used7177 Normal beat ECG 
Images (class 0), 8917 Paced rhythm ECG images (class 2) and 
472 Other rhythm ECG images (class 1). In total, we 
used16566 images as a data set before using data augmentation 
and K fold cross validation. 
 

 
 

Fig  7 Spectrogram of a sample data instance belonging to each class 
 

Data Augmentation: The poor generalization performance of a 
model is a result of overfitting, which occurs due to training on 
too few examples. Infinite training data can eradicate 
overfitting as every possible instance can be considered. 
Obtaining new training data is not easy in most machine 
learning applications, especially in image classification tasks, 
thereby limiting us to the training set at hand. We can, 
however, generate more training data through data 
augmentation, which enhances the training data by randomly 
transforming the existing data by generating new examples. 
Therefore, overfitting is reduced through the artificial boosting 
of the size of the training set. Data augmentation can also be 
considered as a regularization technique. When we were trying 
our model, we found serious overfitting in preliminary 
experiments. This can be approved based on the fact that the 
number of parameters in the proposed architectures is large 
compared to the size of data set exploited for evaluation. It was 
demonstrated in [20] that data augmentation can regularize and 
prevent overfitting in neural networks and improve 
classification performance in problems with imbalanced class 
frequencies [21].  
 

In our dataset the third class (Other rhythm ECG images) are 
very few compared with the other two classes, sowe used data 
augmentation to increase the number of data sets for this class 
to 7740 images.  
 

Therefore, we augmented Other rhythm ECG images with nine 
different cropping methods: left top, centre top, right top, 
centre left, centre, centre right, left bottom, centre bottom, and 
right bottom. Each cropping method results in the size of an 
ECG image, that is 128 x 128 grayscale. These augmented 
images are then resized to the original size, which is 200 x 200. 
 

Training and Evaluation 
 

After data augmentation K fold cross validation, the proposed 
CNN algorithms used 953360ECG beat images for training and 
238340 ECG beat images for validation. Furthermore, 5056 
ECG image were used for testing. We trained the CNN end-to-
end from scratch without encountering any issues. Training the 
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convolutional layers in the CNN from scratch, on the other 
hand, did not lead to convergence. We therefore used feature 
averaging across time and the convolutional layers, which were 
trained together with a linear classifier for 150 epochs. We also 
used K fold cross validation to overcome overfitting.
 

K-Fold Cross Validation: K-fold cross
validation technique for steadying the performance of the 
statistical model when the data set is comparativel
whole data set is partitioned into K different subsets and 
repeatedly completes the training with K
evaluation is made with a single subset until all K subsets are 
evaluated. Cross-validation is used for overcoming over
We used our original training data to generate severalmini 
train-test splits. After creating train-test splits,
tune our model. According to the definition of k
validation, we divided the data into k subsets called folds
data is divided into 5 different subsets (or folds). Those4 
subsets are used as training data and we left
subset (or the last fold) as test data. We finalized the model by 
averaging the model against each of the folds. After that, we 
tested it against the test set. 
 

Fig 8 K - fold cross validation 
 

Testing of Data 
 

The algorithm does test on the CNN model to give test 
accuracy after completion of each training epoch. Our CNN 
algorithms used 150epochs for the test data set. After 
completion of every epoch, we used 20% of the data as 
validation part to improve accuracy. Twenty percent of the total 
training data (70% of the original dataset) was used as the 
validation part and was used to improve accuracy. 
 

RESULTS 
 

Our research further shows the important role of CNN in 
extracting all the dissimilar features, which 
invariant to local spectral and temporal variations. This has 
resulted in higher accuracy performance. The proposed CNN 
algorithm contains three stages: (1) data pre
input, where ECG signals are processed so that the computer 
can understand different diseases, (2) stacking of convolution 
layers to extract the features, and (3) layering of a fully 
connected layer and activation of the sigmoid function, which 
will predict the disease. 
 

Table 1 shows the parameters of the CNN layer
size and output size. The proposed CNN algorithm was used to 
classify between Normal sinus rhythm (class 0), Paced rhythm 
(class 2), and Other rhythm (class 1). We used 24 hidden 
layers. The ReLU function was used to activate each hidden
layer and batch normalization was used to normalize the input 
layer by adjusting and scaling the activations.
convolutional layers, the resulting outputs were passed to 
reshape them. At the output of the layer, alinear activation 
function was then implemented. 
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invariant to local spectral and temporal variations. This has 
resulted in higher accuracy performance. The proposed CNN 
algorithm contains three stages: (1) data pre-processing of 
input, where ECG signals are processed so that the computer 
an understand different diseases, (2) stacking of convolution 

layers to extract the features, and (3) layering of a fully 
connected layer and activation of the sigmoid function, which 

Table 1 shows the parameters of the CNN layers and their filter 
size and output size. The proposed CNN algorithm was used to 
classify between Normal sinus rhythm (class 0), Paced rhythm 
(class 2), and Other rhythm (class 1). We used 24 hidden 
layers. The ReLU function was used to activate each hidden 

and batch normalization was used to normalize the input 
layer by adjusting and scaling the activations. After the 
convolutional layers, the resulting outputs were passed to 
reshape them. At the output of the layer, alinear activation 

The network was trained with 150 epochs and 50 steps per 
epoch. It gave an accuracy over90% for the MITBIH 
arrhythmia database. Figure 10 shows the
the validation part of the dataset. The confusion graph is a 
graph which plots the true label versus the predicted label. As 
shown in the graph, the blue square indicates the high number 
of correct responses and the white square indicates
number of incorrect responses. The dataset contains a total of 
23834 ECG recordings.7177 are Normal sinus rhythm (Class 
0), 7740 are Paced rhythm ECG (Class 2), and 8917 are Other 
rhythm (Class 1). After K-fold cross validation,
of the data for training, which is953360 ECG signal
20% of the data for validation,
signalimages. 

Table 1 Architecture of proposed CNN Model

From the Validation data 5056, 1509Normal sinus rhythm, 
1929Paced rhythm ECG and 1598 other rhythm signals were 
successfully classified by the algorithm, an improvement in the 
accuracy of the CNN model.  Figure 10 shows a graphic 
representation of the confusion matrix for the CNN algorithm. 
The network provides a reasonable prediction accuracy for the 
diseases. We expect a reasonable
unbalanced classes in the data set.
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The network was trained with 150 epochs and 50 steps per 
epoch. It gave an accuracy over90% for the MITBIH 
arrhythmia database. Figure 10 shows the confusion matrix for 
the validation part of the dataset. The confusion graph is a 

ch plots the true label versus the predicted label. As 
shown in the graph, the blue square indicates the high number 
of correct responses and the white square indicates the low 
number of incorrect responses. The dataset contains a total of 

ings.7177 are Normal sinus rhythm (Class 
0), 7740 are Paced rhythm ECG (Class 2), and 8917 are Other 

fold cross validation, we used 80% 
of the data for training, which is953360 ECG signal images and 
20% of the data for validation, which is238340 ECG 

 
Architecture of proposed CNN Model 

 

From the Validation data 5056, 1509Normal sinus rhythm, 
1929Paced rhythm ECG and 1598 other rhythm signals were 
successfully classified by the algorithm, an improvement in the 
accuracy of the CNN model.  Figure 10 shows a graphic 
representation of the confusion matrix for the CNN algorithm. 
The network provides a reasonable prediction accuracy for the 
diseases. We expect a reasonable confusion because of 

e data set. 
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Fig 10 Confusion matrix (a) with normalization and (b)without normalization 
of the CNN algorithm. 

 

Fig 11 shows that the model converges very quickly and 
presents over 90% accuracy for the validation set. The 
noticeable peaks in the validation accuracy are most likely due 
to the unbalanced classes in the data set. This effect might be 
reduced by adding weight factors to the loss function, which 
would penalize those weights that belong to higher
classes [14]. 
 

(a) 

(b) 

Fig 11. (a) train and validation loss graph (b) train and validation accuracy 
graph 

Classificationof Cardiac Arrhythmia Using a 2 d Convolutional Neural Network
 

 

Confusion matrix (a) with normalization and (b)without normalization 

Fig 11 shows that the model converges very quickly and 
over 90% accuracy for the validation set. The 

the validation accuracy are most likely due 
to the unbalanced classes in the data set. This effect might be 
reduced by adding weight factors to the loss function, which 
would penalize those weights that belong to higher-frequency 

 

 

(a) train and validation loss graph (b) train and validation accuracy 

CONCLUSION 
 

In this research, we proposed an applicable ECG arrhythmia 
classification technique using convolutional neural networks 
with ECG images as inputs. 200 x 200grayscale images were 
converted from a PhysioNet/CinC Challenge 2017 dataset ECG 
recording. 238340 ECG beat images were attained with three 
types of ECG beats including Normal sinus rhythm (Class 0), 
Paced rhythm ECG (Class 2), and Other rhythm (Class 1). An 
enhanced CNN model was created with significant concepts 
such as data augmentation, regularizatio
validation. The proposed algorithms resulted in successful 
classification of disease states in each signal with significant 
accuracy, using CNN models (Table A1). As a result, the 
proposed algorithms can achieve efficient diagnoses of v
cardiovascular diseases with the accuracy of over 90%. The 
results show that detection of arrhythmia with ECG 
spectrograms and CNN models can be an important method to 
help the experts analyze cardiovascular diseases using ECG 
signals. Furthermore, the proposed ECG arrhythmia 
classification method can be applied to medical robots or 
scanners that can monitor the ECG signals and helpmedical 
experts identify ECG arrhythmia more precisely and easily. 
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In this research, we proposed an applicable ECG arrhythmia 
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with ECG images as inputs. 200 x 200grayscale images were 
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CG beat images were attained with three 
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such as data augmentation, regularization, and K-fold cross-
validation. The proposed algorithms resulted in successful 
classification of disease states in each signal with significant 
accuracy, using CNN models (Table A1). As a result, the 
proposed algorithms can achieve efficient diagnoses of various 
cardiovascular diseases with the accuracy of over 90%. The 
results show that detection of arrhythmia with ECG 
spectrograms and CNN models can be an important method to 
help the experts analyze cardiovascular diseases using ECG 

the proposed ECG arrhythmia 
classification method can be applied to medical robots or 
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